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Sulfanilamide tragedy



Animal testing



Chemical space

1060 possible 
compounds

108 compounds 
with data

104 new 
compounds 
every year

1024 stars in the UNIVERSE



Adverse Outcome Pathway



Structure – Activity Relationships 

pH = 3



Adverse Outcome Pathway

Chemical 
structure



Adverse Outcome Pathway

Chemical 
structure

Biologists’ job
(MAGIC)



Adverse Outcome Pathway (idealized)

Chemical 
structure

Toxicological 
profile

carcinogenicity,
liver toxicity,
reproductive toxicity



Model building cycle



Model building cycle



Model building cycle

Validation



Motivation

But how much can 
you trust the 
prediction? 

pIC50 = 6 ± 0.1
vs
pIC50 = 6 ± 1.0
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Bootstrapping



Conformal prediction



Bayesian neural network
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Calibration

We want models to: 

Return range of values Y±X, such that out of all predictions of this range 
the true value lies within this range 95% of the time. 
[confidence interval can be changed]

A model that does this for every 
choice of confidence interval is 
called “well-calibrated”



Calibration curve

X axis: confidence level
Y axis: % of labels within given CI

Metric: calibration curve R2 score
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Efficiency

We want models to: 

Return range of values Y±X, such that out of all predictions of this range 
the true value lies within this range 95% of the time. 
[confidence interval can be changed]

* And we also want this range to be as small as possible
Mean of the predicted standard deviations is efficiency



Efficiency

And we also want this range 
to be as small as possible

Mean size of the confidence interval 
is called efficiency



Dispersion

We want models to: 

Return range of values Y±X, such that out of all predictions of this range 
the true value lies within this range 95% of the time. 
[confidence interval can be changed]

* And we want each molecule to give a different range
Standard deviation of the ranges is called dispersion



Dispersion

And we want each molecule to 
give a different range

Standard deviation of the ranges
is called dispersion



Geometric mean of probabilities (GMP)

Proper scoring rule analogous to NLL that 
has units of probability. 

When error is low, rewards confidence
When error is high, rewards uncertainty

Predicted mean True value
pi = 0.27
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Confidence intervals

Given model is well-calibrated: 

Can define confidence interval, where 
there is X% chance that the true value lies 
within this range



Probability of exceeding threshold

If interested in a critical threshold: 

Can find P(> critical) which is more 
meaningful than simply comparing the 
mean to the critical threshold



Uncertainty vs Mean Error

Dark blue (oracle): 
Remove compounds with the highest 
error

Light blue (uncertainty): 
Remove compounds with the highest 
uncertainty



Aleatoric vs Epistemic uncertainty

Alea: Dice (Latin)

- Aleatoric uncertainty represents
randomness inherent in the model
- Additional knowledge cannot
eliminate it

Episteme: Knowledge (Greek)

- Epistemic uncertainty represents 
lack of knowledge about the system
- Can be overcome with additional
data and learning



Applicability domain is like epistemic uncertainty



Epistemic uncertainty and neighbour density

Epistemic uncertainty is related to 
neighbour density and hence 
applicability domain



Case study



Case study



Conclusions

1. Uncertainty can allow us to better interpret model predictions

2. Need metrics to determine the quality of uncertainty

3. Uncertainty is weakly correlated to mean error

4. Epistemic uncertainty is a notion of applicability domain
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interval



Questions and discussions!

(Thank you for listening to me)
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